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Abstract 

Choroid layer is a layer of tissues located at the back end 

of the retina and OCT technology is mainly used to image 

this retinal feature. Various studies have proven that the 

thickness of choroidal is correlated with the diagnosis of 

several ophthalmic diseases. Despite the contemporary 

advances, automatic segmentation of choroid layer is still 

a challenging task because of the low contrast of OCT 

images. Majority of the existing methodologies carries out 

segmentation manually or by following semi-automatic 

approaches. In this paper, we proposed a novel and 

effective approach which qualitatively improves the 

automatic segmentation of the choroid layer.  Rather than 

using Convolutional Neural Network (CNN) as a 

classifier, proposed method used it as a feature generator 

to extract useful features form the image. Together with 

CNN features, some textural features were also extracted 

from the image. The textural features being extracted 

include Gabor features, haar features and gray level co-

occurrence features. The proposed method was 

regularized by combining CNN feature vector with the 

textural or handcrafted features. For the classification 

purpose, a separate Support Vector machine was trained 

using each of the feature type. All the trained SVM’s were 

than linearly combined for the final segmentation of 

choroid layer. The Proposed method was tested on a 

database of 525 images of real patients from Hospital 

No.6 of Shanghai. In addition, we proposed two 

quantitative metrics for the error calculation of the pixel 

wise error in the segmentation and an average error in the 

thickness map being generated. The experimental results 

proved that the proposed method out performs previous 

segmentation approaches by achieving an accuracy of 

97% with a mean error rate of 2.84.  

1. Introduction 

      Measuring the thickness of the human choroid through 

the use of OCT (optical coherence tomography) images is 

of great significance for clinical and academic use. It gives 

insight into the anatomy and physiology of the eye in 

addition to the information regarding refractive error and 

eye diseases [1].The vascular layer of the eye lies between 

retina and sclera and is termed as choroid or choroid coat. 

Its function is to give metabolic support to RPE (retinal 

pigment epithelium) and also to supply blood to optic 

nerve. Anatomically, the choroid can be divided into two 

principal components: the choriocapillaris, a lobular, 

vascular plexus comprised of large fenestrated capillaries 

adjacent to Bruch's membrane, and the choroidal stroma. 

Changes in the health of the choroid have been 

documented in early macular degeneration and in 

advanced diseases. Quantitative and qualitative analysis of 

bruch‟s membrane and choroid layer can help to analyze 

the relationship between the various retinal diseases.  

      Optical coherence tomography (OCT) is a latest 

technology to examine the internal structure of retina.  It is 

an acute imaging technology that helps to take cross 

section of retinal layers with the use of light waves. 

Decrease in the topographic data‟s wealth of a feature by 

rim area or by other retinal lesions results in waste of the 

useful information. Statistical shape examination has a 

potential to provide useful information in an automated 

way that can help in the diagnosis of various diseases 

effectively. Clinical assessment process is highly 

dependent on the segmentation methods of retinal images 

using OCT technology. Various image processing 

techniques have been proposed and implemented in order 

to mend the clinical advantage of OCT technology. 

     Segmentation of choroid layer illustrates methods 

based on machine learning, tracking based and intensity 

based approaches. Each method focuses on different type 

of features for the segmentation purpose. Main categories 

of segmentation methods focus on retinal layering 

structures or fluid filled areas to make clinical decisions 

regarding disease identification.  

      Analysis of the existing approaches shows that the 

optimal accuracy was achieved using machine learning 

approaches. Traditional methods in the prospect of retinal 

image segmentation are based on intensity based image 

information or statistics provided by image gradient. 

These intensity based methods fails to segment out the 

region of interest accurately because of the low contrast 

and poor quality of OCT images. Tracking based 

approaches requires some seed points in advance and are 

interactive whereas intensity based approaches cannot 

provide promising results. Deep learning methods have a 

potential to overcome the existing challenges and to 

improve the segmentation accuracy.  
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     There are certain challenges in the accurate 

segmentation of the choroid layer. Most of the 

segmentation methods perform manual segmentation. 

Image analysis is subjective in nature which requires the 

trainer to be trained perfectly. These manual measurement 

are time taking and very arduous with unclear and 

ambiguous repeatability. Major challenges in accurate 

segmentation of the choroid layer are as follows: 

 The histogram of choroid layer and sclera is inseparable 

because the OCT images are of very low 

contrast. 

 The choroid layer has inconsistent texture and 

inhomogeneous intensity. 

 The sclera and choroid layer has a week interface. 

      With progress in segmentation methods certain 

complex image processing approaches were also used for 

retinal layer segmentation. These methods include graph 

cut, active contour and active shape models, support 

vector machines etc. So starting with a texture features 

analysis, [5] retinal layers were segmented by the 

combination of diffusion filtering and structure tensor. The 

approach also makes use of B-Scans. Active contour 

model has also been used for the segmentation of retinal 

layers [6]. Later active contour model was used in 

combination with kernel based optimization for the layers 

segmentation [7]. The use of information extracted from 

image gradient and intensity statistics was later used for 

the choroid layer segmentation [8]. Certain other image 

processing techniques used for segmentation purpose 

include markov random field [9] and support vector 

machine [10]. The shape and texture of image features was 

also analyzed in this context [11]. Various graph search 

based image processing approaches have also been used 

for the segmentation of retinal layering structure. The 

combination of dynamic programing and graph search 

approach is carried out in [12][13]. The same approach 

was then further extended to segment out the anterior 

features of retina [14]. Concept of dual scale gradient 

statistics with the graph cut approach for retinal layers 

segmentation is carried out in [15].  Texture based 

statistics utilization was also implemented to segment out 

retinal layers [16]. Graph cut method with the combination 

of volumetric data for segmentation can be analyzed in 

[17]. Hard-soft constraints for segmentation are presented 

in [18]. 3D graph search algorithm is also proposed and 

implemented in the prospect of retinal layers [19]. 

Automatic segmentation of choroidal boundary in OCT 

images using a statistical model has been recently 

described in [20]. Another automatic choroidal vessel 

segmentation approach is carried out in [21], however the 

method mainly focus on vascular structure instead of 

choroidal thickness. Another semi-automatic choroid layer 

segmentation approach based on graph search has been 

presented in [22]. A fully automatic graph cut method with 

the combination of pixel valley for choroid layer 

segmentation was proposed and implemented by Tian et al 

[23]. Three dimensional graph cut method for automatic 

retinal layers segmentation have been reported in [24] 

[25].  

     The focus of this research is to overcome the existing 

challenges in the context of choroid layer segmentation 

and to provide an automatic segmentation approach. After 

segmenting choroid layer, thickness of choroid layer was 

measured so that this qualitative analysis of choroid layer 

can help to diagnose different retinal based disease. To 

achieve these goal different types of features were 

extracted from the image. The main purpose of using 

different types of features was to extract as much useful 

information as possible from the image to increase the 

segmentation accuracy and to decrease the error rate.  The 

proposed approach used two methodologies to segment 

out sclera and choroid layer. In order to segment out 

choroid layer two boundaries need to be segmented. The 

required boundaries include Bruch‟s Membrane (BM) and 

choroid layer. As the OCT images are of low contrast, and 

choroid layer have a tabular and narrow band like 

structure, it is difficult to segment out this boundary. On 

the other hand, segmentation of inner boundary called 

Bruch‟s Membrane is relatively easy. So in the proposed 

method, BM was segmented out using a series of 

morphological operations where as in order to segment out 

choroid layer, more detailed image statistics were 

required. In order to segment out choroid layer various 

textural features together with CNN feature vector were 

extracted from the image. And SVM was used for the 

classification purpose.  

The main contributions of the research include: 

 We proposed a two stage automatic choroid layer 

segmentation approach which concurrently considers 

the segmentation accuracy and consistency of the 

method. 

 A novel segmentation model, which combines deep 

learning features with some handcrafted features to get 

more intrinsic and high level features.  

 CNN was used as a feature generator rather than a 

classifier.  

 The proposed method was tested on the data of real 

patients. Experimental results showed that the proposed 

method provided high accuracy rate and minimized the 

error rate to a great extent.  

     The remainder of the paper is organized as follows: 

Section II is devoted to the details of the proposed 

methodology. Experimental results with the quantitative 

analysis of the proposed method are presented in section 

III. Finally the conclusion and future directions are 

discussed in the last section. 

2. Materials and Methods  

            The methodology being adapted in this research is 

based on the combination of deep learning and hybrid 

features approach. The proposed method works for the 
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accurate segmentation of the choroid and sclera layer. The 

hybrid approach is based on the theories of convolutional 

neural networks and some handcrafted features including 

gabor features, gray level co-occurrence matrix and haar 

features. Quantification of chroidal thickness depends on 

the segmentation of two layers. The required layers 

include Bruch‟s membrane and the choroidal-scleral 

interface. So the proposed approaches can be divided into 

two phases. One is the segmentation of Bruch‟s membrane 

followed by the segmentation of choroidal-scleral 

interface. Fig 1 depicts the required retinal boundaries.  

 
Fig 1 OCT image with segmented Bruch‟s Membrane and 

Choroid layer. The upper green line represents the Bruch‟s 

Membrane whereas lower red line represents choroid layer. 

These are the two require layers to be segmented in this research. 

2.1 Bruch’s Membrane Segmentation: 

      The segmentation of Bruch‟s Membrane is carried out 

by a series of steps based on the morphological operations. 

The steps involved in this process are as follows:  

2.1.1 Binary Conversion:  

      The first step carried out for the bruch‟s membrane is 

to convert the input image to binary with the help of 

thresholding. The optimal threshold used for the OCT 

images in our approach is 190. Thresholding was mainly 

applied to extract those pixels from the image which 

corresponds to an object in the image. The acquired 

information from thresholding process results in binarized 

data with a range of different intensities. The pixels with 

same intensity value are considered as the foreground 

pixels whereas rests of the pixels are set to background.  

       ( )( )           ( )     

            ( )( )                  (1) 

Where f is the gray scale input image and     is the 

representing threshold value by a non-negative integer k1 

and bin is the resulting binary image. The default value is 

1. The optimal threshold used for OCT images was set to 

190.  

2.1.2 Opening operation: 

     After we acquired the binary image, next an opening 

operation is applied in order to remove the noise form the 

image. The opening operation is basically a combination 

of two operations i.e. erosion followed by a dilation 

process. The basic purpose to apply opening operation was 

to remove dark pixels (i.e. noise) from the foreground 

pixels of the object and to figure out certain required 

shapes from the image.  

       (     )                        (2) 

where f is the input image and s is the structuring element 

(SE).  

2.1.3 Selection Operation: 

Next the numbers of rows spanned by the extracted object 

were considered. For selection of such rows certain range 

was defined. The range was selected which contained 

most of the points. The points outside the defined range 

were eliminated.  

2.1.4 Thinning Operation: 

     The morphological thinning operation was then applied 

in order to remove certain foreground pixels which are not 

part of the region of interest. The thinning operation of an 

image f by a structuring element s can be expressed as 

follows: 

     (   )                 (   )        (3) 

       If the background and foreground pixels of the input 

image exactly match the foreground and background pixel 

of the structuring element then it was considered as object 

part otherwise it as set to background pixel.          

2.1.5 Polynomial Fitting: 

The last step to draw the Bruch‟s Membrane layer was to 

apply polynomial fitting.  

In order to apply the polynomial the general form of order 

j is considered:  

 ( )                
     

       
       

  ∑   
 
                                              (4) 

The optimal points or coefficients that best fits the line 

curve were selected based on the minimum error criteria. 

The coefficients which gave the minimum error among the 

data y and optimally fitted f(x) were taken as the regions 

to be fitted in the curve. The error calculation was carried 

out by the following expression: 

      ∑    
 
    [      ∑   

 
     ]                 (5) 

Where j is the order of polynomial, n is number of the 

given points and i represent the summed data points. The 

output of this step is the final segmentation of the Bruch‟s 

Membrane layer. Fig 2 shows the result of each carried 

step for the segmentation of the bruch‟s membrane.  

 

 
Fig 2 Bruch‟s Membrane segmentation steps: In the diagram 

given above (a) represents the input image, (b) corresponds to 

the result of converting input image to binary format, (c) is the 

result of applying opening operation, (d) represents the result of 

selection, (e) shows the result of thinning operation,  (f) step 

finally apply erosion and then polynomial fitting is applied to 

draw the final segmented bruch‟s membrane area.  
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2.2 Choroid Layer Segmentation using Hybrid 

approach: 

      Considering the field of medical imaging it can be 

figured out that the data sets are not very big support in 

training Neural Network (NN). So medical scenerios can 

not be dealt well using the deep learning algorithems. 

However image features can be extracted effectively if the 

neural network is trained using a large data set. As prior 

knowlede of ststistics helps to get features more 

accuratley. The proposed method here uses a pre-trained 

network to extract the image features which are further 

used for the classification of choroid layer. Besides CNN 

feature vector, we generated some handcrafted features. 

Each group of features is used to train a support vector 

machine classifier. The labels produced by each test 

sample using the individual SVMs are then linearly 

combined `to obtain a label. 

       For the choroid layer segmentation using hybrid 

approach image features are extracted by four different 

ways. Instead of using convolutional neural network as a 

classifier the proposed method used it as a feature 

generator. The features from the image are extracted using 

four different approaches i.e. by using convolutional 

neural networks, haar wavelet transfor, gabor features and 

gray level co-occurrence matrix. The classification is 

carried out using the support vector machine. Feature 

vectors are extracted from each of the feature type and a 

separate SVM is trained using each feature.  All the 

trained SVM are then linearly combined into a single 

SVM for the final classification of the choroid layer. The 

features work flow can be analyzed in the Fig 3 given 

below: 

 
Fig 3 Hybrid Method workflow 

2.2.1 CNN as a Feature Generator: 

      Instead of using Convolutional Neural Network (CNN) 

as a classifier, the proposed method used it as a feature 

generator. The generated features were then used for the 

classification purpose using Support Vector Machine 

(SVM). In order to extract the features from CNN, it was 

required to train the network using the manually 

segmented images.  

      The basic purpose of using CNN for classification was 

that it involves small preprocessing, which helps to train 

the network in a reasonable time and manner. Another 

main reason was little dependence of CNN on prior 

knowledge.  

       The framework used for the implementation of CNN 

model in our research is caffe, which is a deep learning 

framework.  We used a pre-trained model called CIFAR-

10 to generate features. CIFAR-10 is composed of a 

layering structure including layer of convolution, pooling 

followed by linear unit nonlinearities and have a linear 

classifier for the contrast normalization on the top of all 

these layers. The modification was carried out in the last 

layer of the CIFAR-10 model. The architecture of CNN 

used in our approach is shown in Fig 4: 

 
Fig 4 The CNN architecture 

The description of the layers is as follows: 

1. Conv1 and Conv2 layers basically represents    

convolutional layers with Rectified Linear Activation 

(RLA) 

2. Pool1 and pool2 represents the max pooling layers of 

CNN.  

3. Norm1 and Norm2 are used for local response 

normalization.  

4. FC1 and FC2 correspond to fully connected layers with 

RLA.  

5. SL is used for linear transformation  

In order to extract features from the convolution neural 

network, the first required step was to train the CNN with 

the manually segmented images. The training process was 

carried out using the concept of patch training. The model 

was trained using the patches.  

Implementation Methodology: 

     The first step was to collect data. The data used for 

experiments in our research was basically collected from 

the Shanghai Hospital No 6. The data of 21 individuals 

was provided by the doctors. Each person had 25 images 

representing different depth of the choroid layer. Data 

provided by the doctors contained human labeled images, 

where Bruch‟s Membrane and choroid layer was 

segmented manually in each of the image by the doctor. In 

order to train the CNN concept of patching was used. Here 

the human labeled image was analyzed patched wise. In 

order to sample a patch every patch of the image was 

analyzed in order to classify the patch on the line or off the 

line. Any patch contacting pixel on the lower line was 
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labeled as 1 and was considered on the line pixel whereas 

a patch contacting no pixel on the lower line was 

considered as off the line patch and was labeled as 0. The 

sampling procedure being carried can be examined in the 

Fig 5:  

 
Fig 5 Patch Sampling Process: Part (a) and (b) represents 

examples of the case where patch contains all black pixels i.e. 

the patches which are not containing any pixel on line so the 

label in these cases will be assigned „0‟ value,  part (c) 

corresponds to an example where patch contains pixel on line so 

here the label will be assigned a value 1  

The first step carried out here was to preprocess the image. 

The preprocessing step mainly black out all the region 

above the segmented Bruch‟s Membrane layer so that the 

area to be processed can be reduced for the choroid layer 

segmentation. As the region above Bruch‟s Membrane 

cannot contain any part of the choroid layer, so the above 

region was eliminated to reduce the area to be processed 

for further segmentation process. After the preprocessing, 

next step was to sample the patches from the images. The 

patch size used in our research is 32x32. The patches were 

sampled from left to right and from top to bottom. The 

stride between each patch was taken as 5 pixels. A 

threshold was then set to discard the pixels containing too 

many black pixels. If a patch contains more than 1/3 black 

pixels, it was discarded. The dataset contains images of 21 

persons. Data of 12 individuals was used to train the 

model whereas data of 9 individuals was used to test the 

model In order to balance the label 0 and 1, the patches of 

label 0 were randomly chosen to have the same number as 

label 1. There are about 3000 patches for one figure, so the 

total sampled patches were about 900000. Next we 

convert the data to binary format. The binary format for 

CIFAR-10 is shown in equation 6. In other words, the first 

byte is the label of the first image, which is a number 0 or 

1. Total of 3000 patches were extracted from an image. 

Where first 1024 bytes represents values of red channels, 

next 1024 bytes are for green channel and last 1024 bytes 

corresponds to the blue channel values of the image.  

                                                        

                                 (6) 

Next step was to convert the binary file to leveldb format, 

because caffe only support leveldb or lmdb. We used the 

program provided by caffe to do the transformation. After 

the transformations CNN model was trained using the 

extracted information. After training the model it was used 

for the segmentation of the choroid layer. After training 

the model, features were extracted from the trained model. 

The features were mainly extracted from the pooling layer 

of the trained model. The reason to extract the features 

from this layer was that it contains the most optimized 

form of data with reduces number of parameters and the 

features were not extracted from the convolutional layers 

because of the sparse nature of features at these layers. 

The features were harvested at the output of the pooling 

layer. The extracted pooling layer produced feature vector 

of size 1024. We used these features and labels to train our 

SVM classifier for the segmentation of the choroid layer. 

After sampling patches from all the images the sampled 

patches were used to train the model. The method used to 

train the CNN model was multinomial logistic regression 

(MLR). Nonlinearity was applied to the networks‟ output 

by the MLR structure. MLR was also used to apply cross 

entropy among the encoding of labels and normalized 

predictions being made by the network. The concept of 

weight decay was applied for the regularization of the 

learned variables. The sum of weigh decay and cross 

entropy was calculated to formulate the objective function 

of the network.  

2.2.2 Handcrafted Features: 

      The handcrafted features used in our research include 

gabor features, gray level co-occurrence matrix and haar 

features.  

Gabor Features: 

      The first handcrafted feature extracted in our research 

is gabor features. Gabor is basically a linear filter which is 

used to extract features including edges, lines and sparse 

features from the image. Texture representation of features 

can be achieved using the gabor filter as their frequency 

and orientation representation is very close to human 

visual system. Gabor features were extracted by using 

different orientations and frequencies on the gabor filters. 

Frequency in this case corresponds to the scale factor the 

extracted features. The frequency or scale information was 

extracted from exponential spacing whereas orientation 

information was calculated using the linear spacing 

approach.  Scales of the gabor bank was extracted. The 

vector size generated using gabor features was 3072.  

Haar like Features: 

       Edges and lines feature statistics were mainly used to 

extract haar features from the image dataset. This was 

used to train the SVM for the classification of the region 

of interest. The haar features explained in [27] were used 

to extract required information from each image to 

generate a feature vector. The generated features vector 

was then used to train the SVM.  

Gray-level Co-occurrence Matrix (GLCM):  

       Image sub regions can analyzed with the help of 

GLCM as it represents the spatial and angular relation of 

different sub regions of the image. Co-occurrence values 

basically represent how often a gray level occurs 

horizontally, vertically or diagonally within the image. 

The image using GLCM is analyzed in four directions i.e. 

horizontally at 0 degree, vertically at 90 degree, bottom 

left to top right at -45 degree and top left to bottom right at 
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-135 degree. The vector size being extracted from the 

image was 8.  

      After extracting all the types of features, a separate 

support vector machine was trained using each feature.  

2.3 Thickness Map of choroid layer: 

After segmenting the choroid layer in each of the image next step was to calculate the thickness map for 

each person. So here in this step choroid layer was 

segmented from all 25 images corresponding to each 

person and then thickness was calculated at each layer in 

order to generate a thickness map. The thickness of each 

image was taken into account in order to generate the 

thickness map of each individual. As a result of processing 

each image we get a matrix representing thickness of 

every layer. Finally in order to get the map, matrix was 

resized to actual image size in order to draw the map. Fig 

6 depicts the way how the thickness of choroid layer is 

calculated.  

 
Fig 6 Choroid layer slices to calculate Thickness Map  

Steps to get the thickness map: 

1.  For each figure, the width is 760 pixels and the height  

is 456 pixels. 

2. Next scaling operation was applied. We can get 200 um      

maps 25 pixels in width, and 76 pixels in height, so  we 

can get the true thickness of each point. 

3. There are 25 figures for each patient, the interval 

between two figures is 240 um.  

4.  According to 1-3, we can map 25x760 matrix (refer to 

the pixel value on the figure) to 5760um x 6080um (refer 

to the real value of patient). And the thickness value will 

be mapped in different colors in the generated map.  . 

2.4 Support Vector Machine (SVM): 

      Support vector machine is a supervised algorithm 

which  requires pre-training of data i.e. prior knowledge to 

carry out the classification task. 

2.4.1 Classification using SVM: 

      Feature vectors being generated from all types of 

features result in quite a large number of feature vectors. 

As a result all the features are not used with a single 

classifier instead each type of feature were trained on a 

separate support vector machine. Let we have a training 

set {(xi ,yi)}, if all the data in the training set are at a 

distance greater than 1 form the hyper plane, then 

following constraints can be observed on the dataset: 

 w
T
xi + b ≥ 1    if yi = 1                (7)                                             

 w
T
xi + b ≤ -1   if yi = -1              (8)                                                     

where w is called the weigh vector and b corresponds to 

bias. The distance between any xs and the hyperplane is 

calculated by the rescaling w and b by ρ/2[26]. The 

distance was calculated using the following expression: 

                  (9) 
 

  

After rescaling the value of w and b, margin was 

calculated using the subsequent equation: 

 

            (10) 

For the optimization purpose Find w and b such that 
Φ(w) =½ w

T
w  is minimized and for all {(xi ,yi)} 

yi (w
T
xi + b) ≥ 1                                                   (11) 

Finally the classification function has the following form 

 

     

         (12) 

         The classification step basically works by 

formulating the inner product of the support vectors xi and 

the test point x. Together with this, optimization was 

carried out by the inner products of xi
T
xj among all the 

data points used for training purpose.  

After training each SVM with a different set of features 

vector, all the trained SVM‟s are linearly combined to 

predict a label. The purpose was to separately analyze the 

segmentation accuracy acquired by each type of feature. 

We report margin0 and margin1 precisions for feature 

group f, where f ∈ {GF, GLCM, Haar, Pooling}. For the 

SVM trained on f, the margin0 accuracy is the percentage 

of test samples for which the SVM predicted label (lf ) and 

the true label (l) are equal. Margin1 accuracy is the 

percentage of test samples for which lf ∈ {l − 1, l, l + 1}. 

A score value was produced for each image by 

considering the scores from all the classifiers which were 

combined linearly. The purpose of carrying this step was 

to gain enriched whole performance by merging the 

outputs of all the classifiers.  

The resulting score is: 

    
  (      

         
           

             
             (13) 

Where   
 
 is the discrete label allocated to test model n by 

the SVM trained on feature group f.  

 

3. Experimental Results and Discussion: 

3.1 Data Set 

       In order to test the result of the proposed algorithm, 

data of real patients was collected from the Hospital 

Number 6 of Shanghai. The provided data from the 

hospital contained data of 21 individuals where each 

individual has 25 images, representing 25 different slices 

of his/her choroid layer. So the results were computed on a 

total of 525 images. Images of 12 individuals i.e. 300 

images were used to train the model. Images of 9 persons 

i.e. 225 images were used to test the model.  

3.2 Evaluation Matrices  

In order to test the accuracy and error rate of the proposed 

method, two quantitative or evaluation metrics were 

ww

xw 1)(y





b
r s

T

s

w

2
2  r

f(x) = Σα
i
y

i
x

i

T

x + b 

(9) 

(10) 

(12) 



CVPR 

#**** 

CVPR 2017 Submission ****.  CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE. CVPR 

#**** 

 

 

7 

700 

701 

702 

703 

704 

705 

706 

707 

708 

709 

710 

711 

712 

713 

714 

715 

716 

717 

718 

719 

720 

721 

722 

723 

724 

725 

726 

727 

728 

729 

730 

731 

732 

733 

734 

735 

736 

737 

738 

739 

740 

741 

742 

743 

744 

745 

746 

747 

748 

749 

750 

751 

752 

753 

754 

755 

756 

757 

758 

759 

760 

761 

762 

763 

764 

765 

766 

767 

768 

769 

770 

771 

772 

773 

774 

775 

776 

777 

778 

779 

780 

781 

782 

783 

784 

785 

786 

787 

788 

789 

790 

791 

792 

793 

794 

795 

796 

797 

798 

799 

proposed. The purpose of introducing these metrics was to 

compute the error rate of the proposed method.  

One metric was proposed in order to calculate the average 

error rate in terms of pixel values i.e. the average 

difference between the doctor‟s segmented image and the 

result of our proposed method. The metric can be defined 

as: 

       
‖

  
→  

 
→‖

     
 

Where       ‖
 
→‖   √  

     
       

        (14) 

 ⃗ is the thickness vector we computed while  ⃗⃗ is the 

thickness vector the doctor provided, h represents the 

height of the image and w is the width of the image. 

Another metric was proposed to calculate the average 

error between the thickness map generated by doctor and 

the thickness map being generated by the proposed 

methodology. The metric can be defined as: 

                               
| ̅   ̅|

 
 

Where                ̅    
            

 
                              (15) 

3.3 Evaluation of the method 

In order to test the results we randomly selected 25 images 

from the dataset and computed error rate using the above 

defined metrics. In order to check the accuracy of each of 

the feature type, 25 randomly selected images were tested 

using the each of the feature type. The reason was to 

calculate the error rate of each of the feature type. Table I 

represents the average mean, variance and standard 

deviation calculated from each of the feature type. 

According to the analysis of the table it can be seen that 

the CNN feature vector gives the minimal error rate and 

thus provides highest accuracy. Among the handcrafted 

features GLCM provided least accuracy as it can be seen 

in the visual results as well. Haar features provided with 

least error rate in handcrafted features. Table 1 represents 

the error rate of each of the image sing each feature type. 

After calculating the error rate of each image average 

mean, variance and standard deviation was also computed. 

The results can be analyzed in Table I. 

 
Table I: Average Mean, Variance and Standard deviation of each 

feature type 

Mean error rate of each of the feature type in segmentation 

and thickness calculation can be analyzed in the graph 

given below: 

 

 

 

 

 
Graph1 Error rate of each Feature type  

The segmentation result of each of the feature type can be 

analyzed in the Fig 8 given below: 

 
Fig 8 Comparison of choroid layer segmenation results from different 

feature vectorsresult, In the given figure paret (a) represents the image 
being labelled by the doctor, part (b) is the result of CNN feature vector, 

part (c) represents result of gabor feature vector, part (d)corresponds to 

result of GLCM, part (e) is the result of haar feature vector and lastly part 
(f) represents the result of hybrid approach 

After calculating the error rate using each of the feature 

type, error rate was also computed by combining each of 

the features with CNN feature vector. As the CNN feature 

vector provided with the least error rate, it was combined 

linearly to find the best combination of features. The 

reason was to figure out an optimal accuracy with minimal 

feature vector and to reduce the computational time and 

complexity. Although the least error rate was observed 

when all the feature vectors were linearly combined to 

segment out the choroid layer.  

 
Table II: Average Mean, Variance and Standard deviation of 

each different combination of features  

Mean error rate of each of the feature combination can be 

analyzed in the chart given below: 
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Graph 2 Error rate of Different Features combination 

According to the analysis of the results it can be seen that 

the Haar features provided with the least error rate when 

combined with the CNN feature vector whereas GLCM 

resulted in most error rate. The table also represents the 

result of hybrid approach. Combination of all the features 

provided the most accuracy as it contains majority of the 

image information gathered from different types of 

features vector. Even if the GLCM feature vector is 

eliminated from the handcrafted features, it does not have 

much effect on the accuracy of the proposed method 

whereas eliminating haar features from the handcrafted 

features, decreased the accuracy by 4%. The CNN feature 

vector when combined with gabor features also provided 

acceptable accuracy.  

The visual result of thckness map being generated by our 

method and doctors segmented image can be analyzed in 

Fig 9: 

 
Fig 9 Thickness Map Comparison, Part (a) represents the 

thickness map generated by doctors segmented image where as 

part (b) corresponds to the thickness map generated by the 

proposed method 

The results were than compared with few of the existing 

methods for choroid segmentation. The comparison of 

proposed method with few state of art methods can be 

analyzed in Table III.  

 

Table III: Comparison of Proposed method with some state of art 

methods  

       The results were also tested on the entire data set 

which provided an error rate of about 4.023 resulting in 

96% accuracy. According to the visual and quantitative 

analysis of results it can be observed that the best results 

are achieved when all the feature vectors were combined 

together. The purpose of extracting different types of 

features from the image was to get accuracy in the 

segmentation process. As different types of features 

provided different type of details from the images, so 

combination of all the gathered information helped to 

accurately segment out the region of interest.  The highest 

error rate was observed in the case of gray level co-

occurrence matrix. By analyzing TABLE II it can be 

concluded that CNN has lower average error rate than 

handcrafted features and can provide more stable results as 

compared to handcrafted features. Using the proposed 

method an accuracy of up to 96 % was observed. So our 

model can be used to help doctors to draw the two lines 

automatically and compute the thickness. 

4. Conclusion and Future Work 
In this project, we proposed and implemented a hybrid 

method to automatically segment out the choroid layer. 

The thickness of the segmented layer was also computed. 

The main concern regarding measuring thickness was to 

analyze the choroid layer to diagnose presence of certain 

retinal based diseases. The results were tested using data 

of real patients. The results showed an accuracy of about 

97%. And segmentation results were observed very similar 

to the segmentation carried out by the doctors. In addition 

we proposed two quantitative metrics for calculating the 

error rate of our approach. According to the computed 

results CNN feature vector performed better as compared 

to the hand crafted features. Combining all the features to 

segment out the choroid layer further decreased the error 

rate. In order to further increase the accuracy of the 

proposed algorithm few future directions are also 

mentioned below: 

 Current method deals with 2D images, approach can be 

further extended to deal with 3D images. 

 Parameters being utilized in the research can be 

optimized further by considering different patch sizes 

and optimizing stride between the extracted patches.  

 The research can be extended to examine retinal based 

diseases like glaucoma, hypertensive retinopathy, age-

related macular degeneration and macular edema.  
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